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Abstract
The martensite to austenite phase transition in the off-stoichiometric Heusler alloy
Ni50Mn34In16 can be induced both by temperature change and by application of a magnetic
field. We have used scanning Hall probe imaging to study the magnetic field induced
martensite–austenite phase transition. The study provides clear visual evidence of the
coexistence of the martensite and austenite phases across this field induced transition in both
increasing and decreasing magnetic fields. Clear evidence of thermomagnetic history effects
associated with the martensite–austenite phase transition is also obtained. Quantitative analysis
of the magnetic field dependence of the volume fraction of the austenite phase in Ni50Mn34In16

shows evidence of a nucleation and growth mechanism across the field induced
martensite–austenite phase transition. The local M–H loops constructed from the Hall images
indicate the presence of a landscape of the critical magnetic field (for the field induced
transition) distributed over the sample volume and thus confirm the disorder influenced nature
of this first-order magnetic phase transition.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Recently, the off-stoichiometric Heusler alloys Ni50Mn50−x Inx

have drawn considerable attention due to their potential as
ferromagnetic shape memory alloys [1–4]. These alloys
undergo a martensitic transition from the high temperature
austenite (AST) phase to the low temperature martensite
(MST) phase with the lowering of temperature [1]. The
reverse transition from the MST to the AST phase can
be induced by changing temperature (T ) as well as by
applying a magnetic field (H ) [1–10]. The x = 16
composition of this alloy system, i.e., the Ni50Mn34In16

alloy, exhibits a paramagnetic to ferromagnetic transition near
305 K, followed by a martensitic transition near 220 K with
the lowering of temperature [1, 3–10]. The Ni50Mn34In16

alloy exhibits various interesting and technologically important
physical properties, e.g. large magnetoresistance [4, 5], a large
magnetocaloric effect [6–8] and magnetic superelasticity [7].
These multifunctional properties are attributes of the magnetic
field induced MST to AST phase transition in this alloy.

Magnetization [10] and resistivity [4] measurements per-
formed earlier have revealed clear thermomagnetic hysteresis
across the temperature and field induced MST–AST transition
in Ni50Mn34In16 alloy. Such thermomagnetic hysteresis is
a generic feature of a disorder influenced first-order phase
transition and has been observed in various classes of magnetic
systems undergoing a first-order magnetostructural phase
transition [11]. Scanning Hall probe imaging experiments have
been very useful in the investigation of such magnetic systems,
revealing clear phase coexistence and metastability across the
first-order phase transition [12, 13]. In this work we probe the
field induced MST to AST transition in Ni50Mn34In16 alloy
using scanning Hall probe imaging experiments. To the best
of our knowledge, this is the first report of scanning Hall
probe imaging of a field induced MST–AST phase transition
in such multifunctional Heusler alloys. The scanning Hall
probe images clearly show the coexistence of MST and AST
phases across this field induced transition and provide visual
evidence of thermomagnetic hysteresis, implying that the
transition is indeed first order in nature. The magnetic field
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dependence of the volume fraction of the AST phase fits with
an equation representing the Kolmogorov–Johnson–Mehl–
Avrami (KJMA) relation [14] (proposed for crystallization of
solids), which suggests an underlying nucleation and growth
mechanism of the transition. The local M–H loops constructed
from the Hall images indicate the presence of a landscape of
critical fields (for the MST–AST transition) distributed over
the sample volume and thus confirm the disorder influenced
nature of the transition. In addition, the present results
explain why the functional properties (magnetoresistance
and magnetocaloric effect) of Ni50Mn34In16 depend on the
thermomagnetic history of the sample.

2. Experimental details

The nominal alloy composition Ni50Mn34In16 was prepared
by arc melting the appropriate amount of constituent pure
elements under an inert argon gas atmosphere. The sample
ingot was flipped and re-melted several times to ensure
homogeneity. The sample was characterized via x-ray
diffraction (XRD) study. XRD results indicated an L21

ordering. The actual composition of the sample was
determined as Ni49.2Mn34.7In16.1 with energy dispersive x-
ray analysis (EDX). Portions of the same sample have been
used in previous experiments [4, 6, 9, 10]. Measurements
of the magnetization (M) as a function of temperature
and magnetic field were performed using a superconducting
quantum interference device (SQUID) magnetometer (MPMS-
5, Quantum Design) and a vibrating sample magnetometer
(VSM, Quantum Design). The temperature dependence of the
magnetization was studied using the following protocols.

(i) The field cooled cooling (FCC) protocol, where the
magnetic field is applied in a temperature regime well
above the Curie temperature of the sample and the
measurements are performed in the presence of the applied
magnetic field while cooling the sample down to the
lowest temperature of measurement.

(ii) The field cooled warming (FCW) protocol, where the
sample is first cooled down to the lowest temperature
of measurement in the FCC mode, and then the
measurements are made in the presence of the same
applied magnetic field while warming up the sample.

The scanning Hall probe imaging was performed using a
custom built scanning Hall probe set-up [15] with a 5 µm
InSb Hall sensor. The sample used in this study has a surface
area approximately 2 mm × 2 mm with a thickness of 1 mm
approximately, and each Hall image consists of 256 pixels ×
256 pixels. The Hall voltage profiles, recorded while scanning
the sample surface, were converted to a multi-tone image
where bands of tone are assigned to different Hall voltage
ranges. The integrated moment in a particular magnetic field
was calculated by summing the Hall voltage from all the pixels
in the Hall image in that field.

Figure 1. Temperature (T ) dependence of the magnetization (M) for
Ni50Mn34In16 alloy in a magnetic field (H ) of 1 kOe.

3. Results and discussion

Before presenting the results of the scanning Hall probe
imaging measurements, it will be instructive to prepare an
H –T phase diagram based on some representative isothermal
and constant field magnetization measurements. This helps
in identifying the appropriate H –T region for imaging
with the scanning Hall probe, and also makes the present
work self-contained. Figure 1 presents magnetization versus
temperature curves for Ni50Mn34In16 alloy measured in a
1 kOe magnetic field. The rise in magnetization with the
lowering of temperature near T ≈ 305 K is related to the
paramagnetic to ferromagnetic transition in this alloy, and the
drop in magnetization near 240 K with further lowering of the
temperature corresponds to the AST to MST transition. The
thermal hysteresis associated with this AST–MST transition
is an attribute of the first-order nature of the transition [16].
It is worth noting here that the excess Mn atoms present in
this off-stoichiometric Heusler alloy Ni50Mn34In16, compared
to the stoichiometric alloy Ni50Mn25In25, occupy a number
of 4(b) sites in the L21 structure [17, 18]. In the literature
there is a suggestion of an incipient antiferromagnetic coupling
in these Mn atoms which probably becomes stronger in the
MST phase [17, 18]. This probably causes the large drop in
magnetization from the AST to the MST phase. However,
both the AST and the MST phases of the alloy have an
overall ferromagnetic order, but with different microscopic
characters [19].

It is observed in figure 1 that, unlike the sharp
transition at one temperature expected for an ideal first-
order transition [20], the AST to MST and MST to
AST phase transitions are spread over a finite temperature
width, indicating a disorder broadened nature of the
transition [21]. Quenched random disorder (structural,
compositional, microstrain related, etc) in the sample produces
a landscape of transition temperatures spreading over the
bulk of the sample [12, 22–24]. This landscape picture
along with the characteristic hysteresis of the first-order phase
transition [16] leads to the occurrence of characteristic onset
and completion temperatures for both the AST to MST and
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the MST to AST phase transitions in Ni50Mn34In16 alloy. The
characteristic temperatures of the AST–MST phase transition
in the present case are defined as follows. The temperature
at which the AST to MST phase transition starts with
decreasing temperature is denoted as TMS. On the other hand,
TMF characterizes the temperature at which this transition is
completed (see figure 1). Similarly, TAS and TAF define the start
and finish temperatures for the MST to AST phase transition
with increasing temperature. The whole sample is in the AST
(MST) phase at temperatures higher (lower) than TMS (TMF) in
the temperature decreasing cycle. Similarly, the whole sample
is in the MST (AST) phase at temperatures lower (higher)
than TAS (TAF) in the temperature increasing cycle. At the
temperature TMF (TAF) the FCC (FCW) curve merges with the
FCW (FCC) curve in the temperature region below (above) the
temperature regime of the MST–AST transition (see figure 1).
We have taken the temperature value where the FCC (FCW)
curve visually merges (see figure 1) with the FCW (FCC)
curve as TMF (TAF). This corresponds to the criterion that
the difference between the magnetizations along the FCC and
FCW curves decreases to 1% of the maximum magnetization
in the graph. In this picture, in the temperature range TMS–
TMF (TAS–TAF) in the temperature decreasing (increasing)
cycle both the MST and the AST phases should coexist.
The temperatures TMF and TAF actually correspond to the
temperatures T ∗ and T ∗∗ respectively, representing the limits
of supercooling and superheating of the temperature driven
first-order phase transition [16]. In other words, TMF is the
limit of supercooling of the austenite phase and TAF is the limit
of superheating of the martensite phase. In the rest of the paper
we shall use T ∗ and T ∗∗ instead of TMF and TAF to represent the
MST and AST finish temperatures. It is worth noting that in the
present case TMS > TAS. Only the presence of a landscape of
transition temperature over the sample volume can lead to such
a relationship between the temperatures TMS and TAS [23].

In isothermal magnetic field variation a first-order field
induced transition from the MST to the AST phase has been
observed in Ni50Mn34In16 alloy [6, 19]. The characteristic
features of this field induced transition are quite similar to those
observed in various other systems undergoing field induced
metamagnetic transition, e.g., CeFe2 alloys [12, 23, 25],
Gd5Ge4 [26], doped Mn2Sb [27] and MnAs [28]. Like the
temperature induced transition, the magnetic field induced
transition in Ni50Mn34In16 alloy also has a finite field
width [19]. From arguments similar to that used in the case
of temperature induced transition, this may be related to the
presence of disorder in the sample which leads to a landscape
of onset fields of the phase transition. Analogously the
characteristic magnetic fields are defined in the following way:
HA characterizes the magnetic field at which the transition
from the MST to AST phase starts in increasing magnetic
field. The field at which this MST to AST phase transition
is completed is denoted by H ∗∗. In the decreasing magnetic
field cycle, the magnetic field value at which the AST to MST
phase transition starts is denoted by HM. The magnetic field
at which this AST to MST phase transition is completed is
denoted as H ∗. The whole sample is in the MST phase at
a given temperature in magnetic fields below HA. The MST

 

 
  

 

Figure 2. The H–T phase diagram of Ni50Mn34In16 alloy. The
dotted line in the H–T phase diagram depicts the path on which the
scanning Hall probe imaging experiments were performed in the
increasing and decreasing magnetic field cycles at 236 K. The single
arrowhead shows the increasing field path and the double arrowhead
shows the decreasing field path.

and AST phases should coexist in the magnetic field range
HA–H ∗∗ in the increasing magnetic field cycle. The whole
sample is in the AST phase in magnetic fields higher than H ∗∗.
Similarly in the decreasing magnetic field cycle the whole
sample is in the AST phase down to the magnetic field HM.
In the magnetic field range HM–H ∗ the AST and MST phases
should coexist, and in magnetic fields lower than H ∗ the whole
sample is in the MST phase, in the decreasing magnetic field
cycle. Thus, H ∗ and H ∗∗ respectively represent the limits of
supercooling and superheating for the field induced first-order
MST–AST phase transition. In magnetic field higher (lower)
than H ∗∗ (H ∗), the isothermal M versus H curves along
increasing and decreasing magnetic field cycles merge with
each other. These characteristic temperatures and magnetic
fields can also be obtained from temperature variation of the
resistivity in constant fields [4] or isothermal field variation
of the resistivity [29]. The experimental H –T phase diagram
of the present Ni50Mn34In16 alloy obtained from the results
of magnetization [19] and resistivity measurements [4] is
presented in figure 2.

We now study the field induced MST–AST phase
transition in the Ni50Mn34In16 alloy using the scanning Hall
probe imaging technique. We have chosen 236 K as the most
appropriate temperature for capturing images of the transition
as this temperature is within the MST–AST phase coexistence
regime (see figure 2). Also, the maximum magnetic field
that can be applied in our scanning Hall probe imaging
experimental set-up is 40 kOe. At 236 K, the field induced
transition is nearly completed in a 40 kOe magnetic field [19].
Two different protocols were adopted to reach the temperature
236 K.

(i) In the protocol P1, the sample was cooled from 300 K in
zero magnetic field down to 236 K without undershooting
the target temperature. The scanning Hall probe imaging
experiments were performed at constant temperature first
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Figure 3. Scanning Hall probe images of the Ni50Mn34In16 alloy in different magnetic fields at 236 K in two different protocols, P1 and P2.
The Hall images were taken in increasing (H↑) and decreasing (H↓) magnetic field cycles. In the Hall images, the yellow regions represent
the austenite phase and the black regions represent the martensite phase. The region beyond the sample edges is also black.

in the increasing magnetic field cycle (up to 40 kOe) and
then in the decreasing magnetic field cycle (down to zero).

(ii) In the protocol P2, the sample was cooled in zero magnetic
field from 300 to 30 K. Then the sample was warmed
up to 236 K without overshooting the target temperature,
and subsequently the scanning Hall probe imaging was
performed at constant temperature in the increasing and
decreasing magnetic field cycles.

We have seen that the magnetization of the MST phase is lower
than that of the AST phase. To differentiate between the MST
and AST phases in the Hall voltage profile we have chosen a
voltage threshold such that the voltages below this threshold
represent the MST phase, and the voltages higher than this
threshold represent the AST phase. Since the magnetic field
induced MST to AST transition is nearly complete in 40 kOe
magnetic field at 236 K, we have taken the whole sample to
be in the AST phase in 40 kOe field at this temperature. We
have taken the Hall voltage threshold at 50% of the maximum
in the Hall voltage profile in 40 kOe magnetic field. The same
voltage threshold has been used in both the protocols P1 and
P2. The colour figures thus obtained in both the protocols in
the increasing (H↑) and decreasing magnetic field (H↓) cycles

are shown in figure 3. Here, the yellow regions represent the
AST phase, and the black regions represent the MST phase.
The field of view for imaging was larger than the sample size.
Once the background (due to the applied field) was removed,
this also produced a black region around the periphery of the
sample which simply defines the edge of the sample.

As the magnetic field is increased from zero to 10 kOe
at 236 K, some portions of the images show yellow colour,
indicating that the MST to AST phase transition has started
in these regions of the sample. From figure 3 it is clearly
seen that the amount of the AST phase in H = 10 kOe is
larger in protocol P1. With increasing magnetic field, newer
yellow patches come up and the existing yellow patches grow
in area, indicating the nucleation and growth of the AST phase.
Finally the entire sample is yellow in 40 kOe magnetic field
for both the protocols P1 and P2. However, the nucleation
and growth kinetics of the MST to AST phase transformation
is slower in the protocol P2 for fields up to 25 kOe. Above
this field, the MST to AST phase transformation is much
faster in the protocol P2 as compared to the protocol P1. In
the decreasing field cycle, the MST phase appears as black
spots and the nucleation and growth of the MST phase are
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clearly seen in the lower panel of figure 3. The nucleation
and growth kinetics of the AST to MST phase transformation
in the protocols P1 and P2 appear to be quite similar as the
field is decreased from 40 kOe to zero. The transformation
becomes quite slow in the low fields and some AST phase
remains untransformed in fields down to 5 kOe in both the
protocols. Thus figure 3 actually shows snapshots of the
coexistence of MST and AST phases on the length scale of tens
of micrometres, extended over a very wide regime of magnetic
field. Comparison of the top and bottom panels of figure 3 also
confirms the magnetic field hysteresis associated with this field
induced transition (for example compare the Hall images taken
in 20 kOe magnetic field, in the increasing and decreasing field
cycles). It is also observed in figure 3 that the region of sample
where the MST to AST phase transition starts first (last) in
the increasing magnetic field cycle is also the region where
the AST to MST transition starts last (first) in the decreasing
magnetic field cycle. This shows that the hysteresis associated
with the field induced MST–AST phase transition is influenced
by microscopic characteristics (disorder, strain, etc) specific to
particular microscopic regions of the sample.

To investigate further the field induced MST–AST phase
transition, we estimate the volume fractions of the AST and
MST phases as a function of magnetic field in both the
protocols. In figure 3, the area of the yellow region in the
images is a measure of the volume fraction of the AST phase
(VFAST). To calculate VFAST, we normalize the area of the
yellow region in an image with the area of the yellow region
in the scanning Hall probe image obtained in 40 kOe magnetic
field. The volume fraction of the MST phase (VFMST) is related
to VFAST through the relation VFAST(%) + VFMST(%) = 100.
The volume fraction thus calculated is not an exact quantitative
estimate since the MST and AST microregions beneath the
surface of the sample also contribute to the Hall voltage profile
to varying degrees depending on their depth. Hence the VFAST

estimated from Hall images is only representative of the actual
phase distribution in the bulk sample. The contribution from
the MST/AST regions to the Hall voltage profile also depends
on their length scale relative to the resolution of the Hall probe.
If the length scale of MST–AST phase coexistence is smaller
than the resolution of the scanning Hall probe (nearly 10 µm in
the present case), the probe will sense effective magnetization
averaged over a pixel. This also contributes to the uncertainty
in the estimated VFAST. Moreover, at low magnetic fields the
local magnetization may not be fully aligned with the field due
to anisotropy and/or domain wall pinning, and our scanning
Hall probe senses the component of local magnetic induction
perpendicular to the sample surface. Nevertheless we are able
to make qualitative measurements of the behaviour across this
field induced transition.

The magnetic field dependence of the volume fractions
of AST and MST is presented in figure 4. As indicated by
Hall images taken in 10 kOe magnetic field in the increasing
magnetic field cycle, the amount of AST phase is larger in
protocol P1. The difference in kinetics of the martensite to
austenite phase transition between the protocols P1 and P2
with increasing magnetic field is clearly seen in figure 4. With
decreasing magnetic field there is very little change in VFAST

 

Figure 4. Isothermal magnetic field (H ) dependence of the volume
fraction of the austenite (VFAST) and martensite (VFMST) phases in
Ni50Mn34In16 alloy at 236 K in two different protocols. See the text
for details.

until 20 kOe is reached, and below this magnetic field the
rate of change of VFAST is enhanced appreciably. The field
dependences of VFAST with decreasing magnetic field for the
two protocols P1 and P2 are qualitatively similar, which is in
contrast with the increasing field cycle case discussed above.

In our earlier work we found that the M(H ) behaviour
of Ni50Mn34In16 across the AST–MST phase transition and the
magnetocaloric effect exhibited by this alloy sample across this
phase transition are strongly dependent on the experimental
protocol [10, 30]. The giant magnetoresistance exhibited
by this alloy sample [4] is also found to exhibit a similar
dependence on the experimental protocol [4, 31]. These
observations suggest that the kinetics of the magnetic field
induced MST to AST transition in the Ni50Mn34In16 alloy is
affected by the thermomagnetic history of the sample. The
protocols P1 and P2 were adopted to investigate visually the
effects of such thermomagnetic history on the field induced
transition in this alloy. In the protocol P2, 236 K is reached
after crossing the TAS or HA line. As this line is crossed, the
MST to AST phase transformation is initiated. At 236 K, the
AST phase is the equilibrium configuration at H = 0, and the
MST phase is metastable (superheated) [16]. As the field is
raised above 30 kOe under the protocol P2, the system goes
very close to the limit of superheating [16] T ∗∗ or H ∗∗. The
rate of the MST to AST transformation is very high in this
field regime and this is in harmony with our earlier finding
that the rate of a first-order magnetic phase transformation
increases rapidly when the system goes close to the spinodal
limit [23, 32]. This phenomenon has earlier been observed
across the first-order antiferromagnetic–ferromagnetic phase
transition in 4% Ru doped CeFe2 alloy [23] and across a field
induced first-order phase transition in vortex matter [32]. In
the protocol P1, on the other hand, 236 K is reached after
crossing the TMS or HM line. At H = 0 and T = 236 K in the
protocol P1, part of the sample is in the equilibrium MST phase
and the remaining part is in the supercooled (metastable) [16]
AST phase. As the field is increased, however, the situation
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is changed altogether. The system now moves towards the
limit of superheating [16] of the MST phase. In this route
the AST phase is the equilibrium state, and the MST phase
is metastable. The field increasing path in protocol P1 causes a
kind of reversal of the kinetics of the phase transition, and thus
probably introduces a large disturbance in the system. This
kinetics is different from that of protocol P2, and accordingly,
the behaviour of the system in protocol P1 is different from
that of P2 in the field increasing cycle. In both the protocols
P1 and P2, the system is very close to the limit of superheating
(T ∗∗ or H ∗∗) at H = 40 kOe. When the field is decreased
from 40 kOe, there is no path difference (in the H –T phase
space) between the two protocols and accordingly the kinetics
of the phase transition in the two protocols are similar (figures 3
and 4). The AST to MST phase transition is initiated below
20 kOe when the system crosses the TMS or HM line in both
the protocols. The present scanning Hall probe microscopy
images show that the dependence of the functional properties
of the alloy on the protocol used for changing the field and
temperature is because of the relative volume fractions of
the MST and AST phases present in the alloy. It is clear
from figures 3 and 4 that these volume fractions are strongly
dependent on the path traversed by the system in the H –T
phase space.

It is observed in figure 4 that the magnetic field
dependence of the volume fractions of the AST and MST
phases exhibits a distinct magnetic hysteresis with increasing
and decreasing magnetic fields. To compare it with the
hysteresis observed in the field dependence of the global
magnetization, VFAST was plotted along with the normalized
M(H ) curve obtained in the protocol P1 at T = 236 K. The
VFAST(H ) curve is qualitatively similar to the M(H ) curve
(see figure 5 for protocol P1; magnetization is normalized with
the magnetization at 40 kOe magnetic field). The data for
the protocol P2 is not presented here for conciseness. The
observation that VFAST and normalized M have similar field
dependences confirms that the width of the field induced MST–
AST phase transition observed in the global field dependence
of the magnetization (and other bulk observables) is due to
the nucleation and growth kinetics of this disorder broadened
phase transition. It also confirms that the defined threshold
voltage used to construct the scanning Hall probe images is
realistic.

We further attempt a quantitative analysis of the evolution
of the volume fraction of the AST phase as a function
of magnetic field. The ‘S’ shape of the magnetic field
dependence of the volume fraction of the AST phase in figure 4
resembles the transformation–time curve predicted by the
Avrami model [33], proposed for the crystallization of solids.
The central assumption of the Avrami model is that the product
phase is nucleated by the germ nuclei which are already present
in the parent phase. The density of these germ nuclei decreases
in two ways. In the first way some of them become active
growth nuclei of the product phase. The second way is the
swallowing of other germ nuclei by these growth nuclei in
the process of growth. The nucleation events are taken to be
totally random. The time dependence of the phase fraction of

 
 

 

Figure 5. Comparison of the isothermal magnetic field (H )
dependence of the volume fraction of the austenite phase (VFAST)
and the normalized magnetization (M/M40 kOe) of Ni50Mn34In16

alloy at 236 K in protocol P1 (see the text for details).

the product phase is given by the Kolmogorov–Johnson–Mehl–
Avrami (KJMA) relation

f = 1 − exp(−ktn), (1)

where k is related to the activation energy and the Avrami
exponent n depends on the geometrical factors. Originally the
model was proposed for isothermal time dependence of the
evolution of the product phase in crystallization from liquid.
The model has been extended to the temperature and magnetic
field dependence of the phase fraction of the product phase for
the first-order phase transition in doped Fe–Rh alloy [34] and
the following relationship was found suitable for description of
the transition:

f = 1 − exp(−k(T − T0)
n), (2)

where for a temperature driven transition T0 is the onset
temperature of the transition. Similarly, for a magnetic field
driven transition the observable T in equation (2) can be
replaced by H [34]. We now check whether the KJMA
behaviour is observed in the magnetic field dependence of the
volume fraction of the AST phase (here the volume fraction is
used as the phase fraction). In the original Avrami model and
in that used in [34], there is an onset point of transition, i.e. a
value of the control variable (time/temperature/magnetic field)
up to which the phase fraction of the product phase is zero.
However in the present case even at the minimum value of the
magnetic field the volume fraction of the product AST phase
is non-zero as the sample is already in the phase coexistence
region at T = 236 K. So we cannot apply the Avrami model
directly. We have modified the KJMA relation so as to have a
finite value of the volume fraction of the product phase at zero
magnetic field. The modified KJMA equation is

f = 1 − A exp(−k H n), (3)

where the factor A is included to allow a finite non-zero value
of the phase fraction of the AST phase in zero magnetic field.
The fitting of equation (3) with the magnetic field dependence
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Figure 6. Fitting of the magnetic field (H ) dependence of the
volume fraction of the austenite phase (VFAST) across the H induced
martensite–austenite phase transition at 236 K in protocol P1, using
equation (3). See the text for details.

of VFAST in protocol P1 is presented in figure 6. Clearly,
equation (3) fits well with the magnetic field dependence of
the volume fraction of the AST phase. The values of A
and n (obtained as fitting parameters) in the increasing field
cycle are 0.767 and 6.018 respectively. Similarly the values
of A and n obtained in the decreasing field cycle are 0.920
and 2.730 respectively. The value of n in the decreasing
field cycle is comparable to that obtained for the structural
transition in doped Fe–Rh alloy in the increasing/decreasing
field cycle [34], but the value of n in the increasing field
cycle is larger as compared to that for doped Fe–Rh alloy.
Recently such a large value of n (the exponent of the control
variable) in a KJMA type of fit is reported for a temperature
driven structural transition in uranium [35]. In the present
case, the very different values of n in the increasing and
decreasing field cycles are due to the different shapes of the
VFAST(H ) curves in the increasing and decreasing magnetic
field cycles. This may be related to the intrinsic asymmetry
between supercooling and superheating in the first-order phase
transitions [23]. The observation that the volume fraction of
the AST phase across the magnetic field induced transition in
the present alloy can be fitted with a KJMA type of relation
confirms a nucleation and growth mechanism in this magnetic
field induced transition.

We now analyse the Hall images further to explore
the local magnetic behaviour of the sample across the field
driven MST–AST phase transition. This is done by tracking
the voltage signal coming from the individual pixels, which
corresponds to a 10 µm × 10 µm sample area, approximately.
The field dependence of such a voltage signal produces a
local Hall voltage loop. Figure 7(a) presents the local
Hall voltage loops corresponding to three representative sites
(pixels, named as L1, L2, and L3) on the sample. The Hall
voltages in the local loops are normalized to the Hall voltage

  
  
  

  
  

 
 

 

Figure 7. (a) Local Hall voltage versus magnetic field (H ) loops at
representative sites (L1, L2 and L3) in Hall images at 236 K in
protocol P1. The Hall voltage is normalized with its value in a
magnetic field of 40 kOe at site L1. (b) Comparison of the H
dependence of bulk magnetization (M) measured using the VSM
with the integrated moment calculated from Hall images at 236 K in
protocol P1. The integrated moment is normalized with the value of
M in a magnetic field of 40 kOe. See the text for details.

at the site L1 in 40 kOe magnetic field. It is interesting to
observe in figure 7(a) that while the magnetic field induced
MST to AST transition is completed well below 40 kOe at
the site L1, the transition is probably not completed at the
site L2 at H = 40 kOe. On the other hand, the transition is
very near to completion at the site L3 at the same field value.
Further it can be seen that among the three chosen sites, the
MST to AST transition is completed first in the increasing
magnetic field cycle for the site L1. But the AST to MST
transition at this site starts last in the decreasing magnetic
field cycle. This sequence is just the reverse for the site L3.
The characteristics exhibited by the local Hall voltage loops
indicate the presence of a landscape of critical magnetic field
for the MST–AST transition across the sample. This kind
of disorder induced landscape of transition temperatures or
fields had been envisaged earlier theoretically by Imry and
Wortis [21], and observed experimentally in vortex matter [22]
and various magnetic systems [12, 13]. Thus it confirms the
disorder influenced nature of this magnetic field induced MST–
AST transition in Ni50Mn34In16.

It has been stated in the experimental section above
that the magnetic field dependence of the integrated moment
is the summation of the signals from all the pixels across
the sample. Figure 7(b) shows the comparison of the bulk
magnetization measured using the VSM and the integrated
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moments calculated from the Hall images. Although the
integrated moments calculated from the Hall images follow
the bulk magnetization behaviour, there is a visible difference
between the two curves. We attribute this difference to the
demagnetization factor [36]. While the sample used for the
measurements in the VSM has a distorted needle shape, of
length approximately 1 mm, the sample used for scanning
Hall probe imaging experiments is of the shape of a distorted
circular lamina, of diameter approximately 2 mm. The shape
of the field dependence of the integrated moments seems to be
somewhat different from the individual local loops.

4. Summary and conclusion

We have performed scanning Hall probe imaging experiments
on Ni50Mn34In16 alloy. The images provide clear visual
evidence of the coexistence of the martensite and austenite
phases across the magnetic field induced martensite–austenite
phase transition in this alloy. This highlights the
disorder broadened first-order nature of the phase transition.
Thermomagnetic history effects are found to play an important
role in the evolution of this phase transition. The phase
coexistence regime in Ni50Mn34In16 can be reached by
changing the applied magnetic field and temperature in
different experimental protocols. The relative volume fractions
of the martensite and the austenite phases in the phase
coexistence regime are found to depend strongly on the path
chosen in the field–temperature phase space for varying the
temperature and magnetic field. As a result, the functional
properties of Ni50Mn34In16 also depend on the thermomagnetic
history of the sample. Quantitative analysis of the Hall images
suggests nucleation and growth dynamics of phases across the
magnetic field induced transition. Also the local Hall voltage
loops constructed from the Hall images suggest a landscape
of the critical field of the MST–AST phase transition, thus
confirming the disorder influenced nature of the transition.
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